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FORWARD BACKWARD STEPWISE ENTER (varlist) REMOVE
(varlig) TEST (valis)

J " ‘.’ [ L ¥4 = H'I
subcommand Hfpadadev1n /DEPENDENT luvu maansodalaty

dn¥aiz multiple subcommand ¢ (gt 2)

DEFAULTSPIN (vdue) POUT (vdue) FIN (vdue) FOUT (vaue)
TOLERANCE (vdug) MAXSTEP (n)

Taundadhidy subcommand #ilusunsufiden keyword DEFAULT
yawdessmua PIN (.05) POUT (.10) uaz TOLERANCE (.01)
(311484213 /CRITERIA %1 VARIABL ES waznau /DEPENDENT

(a0t 3)

= DEFAULTSALL R ANOVA CHA BCOV XTX COND COEFF
OUTS ZPP Cl SESTOLER LINE HISTORY END

fd /STATISTICS dearwagneu /DEPENDENT dhidafazimsizy
mwiz defalt is R ANOVA COEFF OUTS (Qa20813 4)

I msuddwaunisil intercept term (/NOORIGIN) wialiil
intercept term (/ORIGIN) Iaoun@d /NOORIGIN sziilu default
(Rehideaszy) dariimd /ORIGIN Wdilisznin NVARIABLES
iy /DEPENTDENT (@20t 5)



/ SELECT = ﬁaﬁﬁuﬂ1 ﬂdﬁuahﬁﬁé

AW TWEMUIAD EQ NE LE LT GT GE e WS aainIs1amte case

- ) . - . & :
®LTINMSMNT (YU LSWs unA tuww:awu1ﬂawquuu N8 /SELECT

INSAB L8V NaunTouse viulan /VARTABLES (AAAaLne 6)

'/ MSING = LISTWISE PAIRWISE MEANSUBSTITUTION |NQLUDE
1ﬁ§v1ﬁ5ﬂnﬁsﬁuﬁaﬂaﬁamu1u DIty /MISSING TUTURTALAR
1 b cd . . g '
AEaLNeMN M Ssing val ue yy (MWwATWIN LISTWISE

iy default) ANy /MISSING IudvAa i LDWWIA(HaUMTaNAY)

[ VAR ABLES
DESCRPTIVES = DEFAUTS MEAN STODEV VARIANCE OORR SIG BAD CORR

COV XPROD N ALL
WA /DESCRIPTIVES unitzy keyword ez default
Aa MEAN STDDHV OORR (AAnaLTY 7)
Subcormand A WA MAS ATz residual dg /RESIDUALS /CASEWISE
/PARTIALPLOT /SCATTERPLOT Subcommand (WRILAONASHILATN /METHOD
A AATALIY
/ RESIDUALS = DEFAULTS HISTOGTRAM(tempvars) NORMPROB(tempvars)
SIZE(plotsize) OUTLIERS(tempvars) DURBIN ID({varname)
POOLED
oy /RESIDUALS e 9 Teutiazu keyword w=wq defaul t
M default 3 keyword @7 qfﬁuﬁ1ﬂﬁ1ﬁtﬂﬁﬂ:ﬁﬁﬁtauﬁﬁ1ﬁ1zq

key word 1a 9 Ag HISTOGRAM(ZRESID) NORMPROB(ZRSID)
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SIZE(SMALL) PLOTS(ZRESID) uat DURBIN SPSS w:fm1iAl
Amunnas (PRED) At residual (RESID) 1usmsiinTn
(tenporary vari abl e, t enpvar) lﬁmzt%un‘l'ﬁﬁ"ﬁi X m:'l
tenpvar (@ (ARIBUTY 8)
/ SCATTERPLOT = (varname,varname) SIZE(plotsize)
1§w5anﬁquuﬁﬁazé SIZE # 2 awAR LARGE fu SMALL defaul t
g SVALL uaxdss plot AMUSTIAANIRD residual M3D
A WA % W varname  MSSRAOANIANT 1 A Wty
AILMTL I LALABAL (AABEY 9)
/ PARTI ALPLOT = varlist SIZE(plotsize)
1dwwAnn residual el M e2 ‘Eﬂr_nﬁn= el A residual
MBI Y = f(X's UL Xj) uar e2 fil residual
AT Xj = £(X’s iU X§) AL LT LU
ATMARRNEY 9 TN Y fU X vh‘lﬁﬂ%uzﬂﬂhmﬂﬁmm:m
it @aife /PARTIALPLOT i@t 9 a:ﬁwm“mﬁam'ﬁvl‘n j
/ CASEWISE 1UAuwmimuaswaos temporary variable keyword 7175 DEFAULTS
OUTLIERS(value) ALL PLOT(tempvars}Uf: varlist
/ SAVE ’h‘hﬁu temporary var ?_quu:;l‘a tempvar (valid variable)
ing L SunThrusa Y Teu a1 TunTY valid var (Qﬁ'xaéw 10)
/ REGWGT 'I'i?":qﬁnuﬂ‘ilﬁavh WLS ‘Zﬂu‘lﬁ‘izq’ffzaﬁ'luﬂﬁw:i‘augu weight 174

/REGWGT = WGT-1 i3y /REGWGT wAu /VARIABLES nau_/DEPENDENT
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/ WIDTH THAMNANNNTIYEBY display TN MUA TAR BADIN T IUABEN TWUDY

LI N ReaNSRE WAy default 074 SET command
W0 IuARIAY subcommand /CRITERIA /STATISTICS /ORIGIN /SELECT
/MISSING uat /REGWGT fowiunau subcommand /DEPENDENT
Aat1y 1
COWPUTE LOGBEG = LG10(SALBEG)
REGRESSI ON VAR ABLES = LO@BG EDLEVEL SEX work M NORITY AGE
/DEPENDENT = SALNOW
/METHOD = ENTER SALBEG
/DEPENDENT = LOGBEG
/METHOD = ENTER EDLEVEL TO AGE
Aoy 2
REGRESSI ON VARI ABLES = 10GBEG EDLEVBL sEX WORK M NORITY AGE

| DEPENDENT . LOGBEG

/" METHOD = ENTER DELEVEL

| METHOD = FOREWARD SEX TO AGE
[' METHOD = BACKWARD
ML 3

REGRESSI ON VARI ABLES = .

/CRITERIA FIN FQUT

it

| DEPENDENT

it

LOGBEG

/| METHDD = STEPWISE



Alon 4
REGRESSI ON VARI ABLES = . . .
[STATISTICS = O

| DEPENDENT = SALNOW

/METHOD = ENTER EDLEVEL
JMETHOD = ENTER SEX
ATDUNN 5

REGRESSI ON' VARI ABLES = .
| DEPENDENT = SALNOW
[ METHCD = ENTER SALBEG
[ ORI GI N
| DEPENDENT = SALBEG
, | METHOD = ENTER EDLEVEL
AIBLN 6
REGRESSION  SELECT SEX EQ 0
/VARIABLES = . . .
/DEPENDENT = LOGBEG
/METHOD = STEPWISE

/RESIDUALS = HISTOGRAM
AREe 7
REGRESS| ON DESCRIPTIVES = CORR
| VAR ABLES = .%..
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/DEPENDENT = LOGBEG
/METHOD = ENTER EDLEVEL TO AGE
AUy 8
REGRESSION VARIABLES = ...
/DEPENDENT = SALNOW

/METHOD ='ENTER SALBEG

/RESIDUALS
ML 9
COMPUTE LOGBEG - LG10 (SALBEG)
COMPUTE LOGNOW = LG10(SALNOW)

REGRESSION VARIABLES = LOGBEG LOGNOW
| /DEPENDENT = LOGNOW
/METHOD = ENTER LOGBEG
/SCATTERPLOT(*SRESID.*PRED) (SALBEG,*PRED)
. .
FILEHANDLE BANK /NAME = °BANK SPSSXFIL®
GETFILE = BANK
REGRESSION VARIABLES = SALBEG,sALnow
/DEPENDENT = SALNOW

/METHOD = -ENTER SALBEG

/SAVE = SEPRED(SE)
PLOT CUTPOINTS = EVERY(20) ./ SYMBOL = '.' '

. /PLOT = SE WITH SALBEG



apliniveanszuauany FACTOR
subcommand #WI Factor Analysis HA

/VARIABLES = Jammus
iRy VARABLES =... TmmswiAtndumiaae FACTCR command nee
Subcommand ﬁﬁauaéﬁau Subcommand 5u | 4L / M SSI NG /WIDTH
4nr /MATRIX (amioye 1)

/MISSING = LISTWISE PAIRWISE MEANSUB | NCLUDE
1&5ﬂn1ﬁﬁuﬂmﬂﬁ missing cbs. ﬁauﬁa:#uéﬁﬁutnﬂ1Uu1 corr TEWIe
v‘i-nuhi{'fzq%’fa‘lu' JVARIABLES 61y /Missme wiofu /MISSING
1y 9 TN BITEU keyword TUAUNTNAEW LISTWISE Foriu- default
L1 aE (G RaUNTT) /MISSING NOuANVAM UNLTU /VARIABLES

uRt /WIDTH (Qﬁ1adﬂu 1)

/WIDTH = 3 MWW
U MUARI WA NEY diskplay #V1ARTY ALINAYRZ TN /WIDTH
vl o
Tmlantn
JANALYSIS = damiutsuivaiu
R FA §WIuAUuEmSey CEwn I vin mul tipl e

subcommand ‘A (Qﬁﬁadw 2) Lmnn anal ysi s bl ock
[EXTRACTION = PC PAF M. ALPHA IMAGE ULS QS

vd o  cce ' . . v
W LsanIgeRnaN L@ wTm nultiple subcommand 1A

unzmawl / ROTATION Fawfawslitdue:z i rotate (mmiatv 3)
[DIAGONAL = value |[ist

Tfanhemis PAF 1oy /DIAGONAL .5 .4 .3 .4 .2

JEXITRACTION = PAF
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/CRITERIA = FACTORS(nf) MINEIGEN(eg) ITERATIGN(ni) ECONVERGE(el)
| RCONVERGE(e2) KAISER NOKAISER nELTA(d) DEFAULT
SPSS nmun default wov subcommand 5 ‘l"l'iuﬁﬁn
nf (=no; of factor) = YW M eigen ﬁqun'hdwﬁm
MINEIGEN eg{eigenvalue) = 1 ni(no. of iteration) = 28
el = .001 ez = .0001 KAISER d=0  (AMIDLTW 4)
h11uquunu.51l111d§ﬁ /EXTRACTION ufnu /ROTATION 101un1un=uquununﬁy3§
VARIMAX 0¥y /EXTRACTION un'iiy /ROTATION Tuaunms BN TMUN
WURIT VARIMAX 1lhi default vounIawsnua: NOROTATE ithi default woeniamsny
/ROTATION = VARIMAX EQUAMAX QUARTIMAX OBLIMIN NOROTATE
O A at multiple subcommand 51; (qﬁ1ad1u 5)
/PRINT = UNIVARIATE INITIAL CORRELATION SIG DET INV AIC KMO
EXTRACTION REPR ROTATION FSCORE DEFAULTS ALL
15 /PﬁINT. 1 1 ﬁguﬁﬂ 1 analysis block
/FORMAT = SORT BLAKL(n) DEFAULTS
| 1ﬁﬁwuuﬂ display 19711 /FORMAT 91 nguﬁa 1 analysis block
(AAIDLN 6)
/PLOT = EIGEN ROTATION (nl n2)
'I{Maawn‘i’)ﬂ'ua\l eigenvalue wio factor loading Fh;\l /PLOT
g’\l'ﬁ 1 Hg\w;ﬂ 1 analysis block ﬁﬂaswﬁammuzmﬁwl;uﬁa 9 M

.« o rY - » w -
ua181015u ARy /PLOT 11MMunT rotated factor nADNNITINRON
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unrotated factor Tﬁgu /ROfATION = NOROTATE ﬁau&u /PLOT
(AADET 7)
/SAVE = 5 (WM factor score 'T}a)
1ﬁﬁﬂu1ﬂuﬂ=lﬁu factor score 1§1u active file ﬂ?Tgu /SAVE
ADUATMUA 3 DYIAD §a35M1 factor score 3WWM factor score
:a:uﬁ ilaz rootname 19y factor score ﬁlﬁﬁgGTJ
(factor score auﬂﬁuﬁﬁﬁu matrix input 1&1&)
1) 38w factor score D1ﬂtﬁu REG (%gélﬁu defaultl)
BART(bartlelt) Wia AR (Anderson -Rubin)
2) Fenmoen AT LAY
2.1 3 factor score NIANNAWR WAL extraction (97
ﬂﬂﬂ%ﬂi? ALL 515aun11 factor score ﬂﬁﬂﬂﬂ%grextraction
2.2 rootname AawMIITBitAU 7 anwas (Qﬁ'mti'm 8)
ot 1 |
.FACTOH VARIABLES = ..,
/MISSING = MEANSUB
/WIDTH = 80
ﬁ"‘ﬂ!.l"\\! 2
FACTOR VARITABLES = V1 V2 V3 V4 V5 V6 ¥7
/PRINT = CORRELATION

/ANALYSIS vVl v2 v3 V4

/ANALYSTS

Vi V3 v4 V5 V6 V7
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AU 3

FACTOR VARIABLES = V1 V2 V3 V4 V5 V6

/EXTRACTION = PC
/EXTRACTION = ML
AN 4

FACTOR VARIABLES = IQ GPA TESTSCOR

STRESS SAT PSYCHTST

/CRITERIA = FACTOR(2)

/ANALYSIS = ALL

/CRITERIA = DEFAULT .
AU 5

FACTOR VARIABLES = .
/PLOT = EIGEN ROTATION(1,2)

/ROTATION = NOROTATE

=ﬁﬂﬂﬁ1ﬁ50ﬂ factor loading uav Fl1 us: F2 mmzdauuquunu

oL 6
FACTOR VARIABLES = POPSTABL TO MENTALIL
/FORMAT = SORT BLANK(.5)
0 T
FACTOR VAﬁIABLES = .,

/PLOT = EIGEN ROTATION(1 2)(1 3)(2,3)
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#iiotiny 8
FACT(R VAR ABLES = ABDEWT TO ABSI NAE
/MISSING = MEANSUB
/CRITERIA = FACTOR(2)
/EXTRACTION = 1ILS
| ROTATION = VARIMAX
ISAVE = AR (ALL FSULS)
AU factor score. URatta FSULS1 fu FSULSZ TAU3 AR ta7ciuma
¥ active File 1-owifotuAnuo: multiple SAVE o
FACTOR VARIABLES = ABDEFECT TO ABSINGLE
IMSSING = MEANSUR
/EXTRACTION = ULS
/ROTATION = VARIMAX
[ SAVE AR{ALL FSULS)

/SAVE BART(ALL  BFAQ)

arUfidyeanILIUANN CLUSTER

PR » » - Y o . 2 &2 e 3 »
FIMADUAMUAR M command W INUY variable list ivuu HeRavIzuNauL I
o ¥ [ 4 v e e Ba &S —
subcommand @ 9 WuMKAR subcommand wiTMRENATINAD TR LU LT8R L ADNENY
™ Y - o . ¥ . e - - )
WD BIN1A TONANILUN LR comnand WTRE TASUATUTL L DURSIMALIASS U L RENBY
o ) - .
(gv“rzadfm 1)

/METHOD = BAVERAGE WAVERAGE SINGLE cowLETE CENTROID MEDI AN WARD
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WU CENTROD MEDIAN WARD i /MEASURE = SEUCLID iwiu

(ARaUTY 2)

BAVERAGE 1t default 1ijolsiFy /METHOD esvindawasnithy default

/MEASURE = SEUQLID EUCLID QOOBINE BLOCK CHEBYCHEV POWER (p,r) DEFAULT
oy /MEASURE azwnieeuaon Sinilarity measure Aa

square euclidian distance #a SEUCLID 17 nwua distant

vV o - o
measure RIWHNDUI LAY

[PRNT = SCHEDULE CLUSTER(min MaX) DISTANCE NONE

r’{’x‘lu'e"i\: /PRINT m‘mn‘im:ﬁuﬁ default @a SCHEDULE muu::d’t‘l'.:‘lﬁ

keyword CLUSTER (min,max) ‘WS EUURNAVIEATIGU
[PLOT = VA CLE (min,maxsinc) HICICLE(min,max,inc) DENDROGRAM, NONE

= . . - . H
VIACE iUy default mn nmax inc (mas M cluster aam wunm
4 - *
i v o . <
waz increment) maviguIWULRR

/1D = default

» v ‘e e o
default ¥:1%7 case number WU ID 1 UNANMUA LTLaU T YaUAY /ID
174 /ID = BEER

MSSINs = LISTWISE 1ncUDE
default fa LISTWISE
AIaLT 1
CLUSTER zvi zv2 ZV3 ZV4
AIBtIY 2
QLUSTER zV1 22 2V3 2V4

IMETHD -~ SINGLE OQWPLETE
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1wn:’,tﬁumim"wmm::mumw REGRESSION

REGRESSION  peqression (IWIDTH={:\32t]

_JALL) _
/SELECT = {vamame relation value}]

LISTWISE"
_ [Pamwise .
[MISSING = 1e AnsuBSTITUTION(!
INCLUDE

[/DESCRIPTIVE = [DEFAULTS] (MEAN] {8TDDEY] {CORR]
[VARIANCE] [XPROD] [siG] [N] {BADCORR}
[COV] [NONE]]

IVARIABLES = {VB{]ISI l
[{CRITERIA = [DEFAULTS™] [PIN ({':;?:a })1 [POUT‘{S:;ue} )

[TOLERANCE ({?‘?: ® })l

waxsrees ) v 3ty rour 2T b

value value
[/STATISTICS = [DEFAULTS™] [ R ] [COEFF] |ANOVA) (ZPP]
{LABEL) ICHA} [ C | ] {F] [BCOV] [SES]
[HISTORY] (XTX] [COND] [END} |ALL}]
NOORIQIN
v {ORIGIRN }]

/OEPENDENT = varilat

{STEPWISE [ = varlist
[FORWARO [ = varlist
I $ACKWARD [ = varistlfl | |/...]

ENTER | = varlist]
REMOVE = warlist

(RESIDUALS = [DEFAULTS) {DURBIN]

[HISTOGRAM ({m.:})] (OUTLIEHS({m': ]|

(Nonwnoac{f:“m}n (SIZE({SL:‘:S_E})]]

[/CASEWISE = [DEFAULTS] 10uruens¢{38m}n {PLOT ({ﬂgﬂ}n

{DEPENDENT) [PRED) {RESID) [tempvarist] [ALL]]

[[SCATTERPLOT = [SIZE ({ ::":é'el'}) {varname, vername} |

**Delaull if the subcommand is omitted.

Temporary residual variables are:
€D ADJPRED z P R E D SEPRED RESID ZRESID DRESID
SRESID SORESID MAHAL C O O K
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6.56
RUNNING
PROCEDURE
REGRESSION

6.57
Building the Equation

: 6.58
VARIABLES Suucommand

588

The REGRESSION procedure provides five equation-building methods: forward
selection, backward elimination, stepwise selection. forced entry, and forced
removal. The subcommands for residual analysis help detect influential data
points, outliers, and violations of the regression model assurnptions.

To build a simple regression model. you must specify three required subcom-
mands: a VARIABLES subcommand that names the variables to be analyzed. a
DEPENDENT subcommand that indicates the dependent variable, and a METH-
OD subcomnand that names the method to be used. For example, to build the
simpie bivariate model of beginning salary and current salary discussed earlier in
the chapter, specify

REGRESSION VARIABLES=SALBEG SsLNOW
/DEPENDENT=SALNOW
/METHOD=ENTER SALBEG.

The beginning (SALBEG) and current (SALNOW) salaries are named, with the
latter specified as the dependent variable. The ENTER keyword enters beginning

salary into the equation. The output produced from this command is shown in
Figures 6.3b, 6.10. and 6.11a,

The optional VARIABLES subcommand lists all variables to be used in the
regression analysis. The order of variables on the VARIABLES subcommand
determines the order of variables in the correlation matrix. The keyword TO can
be used on the VARIABLES subcommand to imply consecutive variables on the
active system file. On subsequent DEPENDENT and METHOD subcommands,
the keyword TO refers to the order of variables on the VARIABLES subcommand.

The VARIABLES subcommand is followed by a variable list or either one of
the following keywords:

ALL Inchude all user-defined variables in the active system file.

(COLLECT) iInclude all variables named on the DEPENDENT and METHQD subcom-
mands. This is the default if the VARIABLES subcommand is not
included.

If you do not include a VARIABLES subcommand or you specify the keyword
(COLLECT), the METHOD subcommand(s) must include a variable list. If used,
the VARIABLES subcommand must precede the first DEPENDENT and METH-
OD subcommands, as in:

REGRESSION VARIABLES=SALBEG SALNOW LOGBEG
EDLEVEL SEX WORK MINORITY AGE
/DEPENDENT=LOGBEG
/METHOD=ENTER EDLEVEL TO AGE.



6.59
DEPENDENT ~ Subcommand  The DEPENDENT subcommand indicates the dependent variable for the regres-
son andyss. The DEPENDENT subcommand is followed by a variable name or
variable list. If you specify more than one variable on the DEPENDENT
s&command, SPSS produces a sepade equaion for exch dependent varigble
specified.
You cen specify more then one amalvsis with multiple DEPENDENT ad
METHOD subcommands. For example, to run both a bivaride and multivaniate
andyss in the same REGRESSION procedure,  specify

REGRESSION VARIABLES=SALBEG SALNOW LOCBEC
EDLEVEL SEX WORK MINORITY AGE

/DEPENDENT=SALNOW

/METHOD=ENTER SALBEG

/DEPENDENT=L0GBEG

/METHOD=ENTER EDLEVEL TO AGE.
The first DEPENDENT subcommend defines a single equation with SALNOW &
the dependent variable, and the METHOD s&command enters SALBEG into the
equation. The second DEPENDENT subcommand defines another equation, with
LOGBEG a the dependent vaicble The associaed METHOD  subcommand
enters vaisdbles EDLEVEL to ACE into the equation. The TO convention for
naming consecutive variables used in the ssccond METHOD subcommand refers to
the order in which the varigbles are named on the VARIABLES subcommand, not
their order on the active system ftile. See Figures 6.36a and 6.36b for the qutput
from the second equation.

If you specify more than one vaisble on the DEPENDENT subcommand,

SPSS produces a Ssepaate equation for each dependent varisble specified.

6.60 .
METHOD Subcommand At leat one METHOD subcommand must immediately follov each DEPEN-

DENT subcommand, specifying the method to be used in devel oping the
regresson equation. The avaleble methods are

FORWARD (varlist)  Forward variable selection. Vaidiles are entered one a a time
based on entry critenia (Section 6.46). '

BACKWARD (vartist) Backward variable elimiration. All variables are entered and then
removed one at a time based on removal criteria (Section 6.47).

STEPWISE (varlistt  Stepwise varichle enrry and removal Vaidles ae examined at
each dep for emtry or removal (Section 6.48).

ENTER (varlist) Forced emry The variables named are entered in a single dep.
The default varable list is dl independent variables.

REMOVE (arlisty  Forced removz!. The vaidbles named ae removed in a singe
step. REMOVE must have an accompanying variable list.

TEST (varlist) Test indicates’ subsets of independeni variables. TEST offers an
easy Way 10 fes1 a variely of models using R+ change and its test of
significance as the criterion for the “best” model. TEST must
have an accompanying vanable st

A vaiable lig is required with the REMOVE and TEST kevwords and is optiond
for the other METHOD keywords. The default vaiable list for methods FOR-
WARD, BACKWARD, STEPWISE. and ENTER includes dl variables named on
toe VARIABLES subcommand that are not named on the preceding DEPEN-
DENT subcommand. For example to request the backward-gimination method
discussed in Section 6.47, specifv
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6.61
STATISTICS
Subcommand

.540

RESRESSION VARIABLES=LOGBEG EDLEVEL SEX WORK M NORI TY AGE
/DEPENDENT=LOGBZG
/NETHOD=BACKRARD.
The keyword METHOD is optional and may be omitted For example, the
command
REGRESSION VARIABLES=LOGBEG EOLEVEL SEX WORKEINORITY AGE

/DEPENDENT=LOGBEG
|/ BACKWARD

produces the same redlits as the previous exarple

You can specify mutipe METHOD sboommands For exanple you might
want to force one variable into the equation first and then enter the remaining
vaiddes in a fowadsdedion fagion, as in
RESRESSION VARIABLES=LOGBEG EDLEVEL SEX WORK KINORITY ACGE

/UEPENDENT=LOGBEG

/METHOD=ENTER ED g
/NETHOD=FORWARD SEX T0 "AGE.

By default, REGRESSION displays the four sets of statistics described for
kexwords R ANQVA. COEFF. ad OUTS bdow. Thee ddidics ae down in
Foues 6.3b, 6.10, and 611 a for the hivaiae equetion, and in Figures 6.36a and
6.36b for the multjvariate equetion. You can edfy exadly which gdidics you
want displayed by any of the falowing keywords on the STATISTICS subcom-
mand.

DEFAULTS R ANOVY, COEFF. and QUTS. Thexe statistics ae dgdayed when the
STATISTICS subcommand is omitted or if no kevwords ae secified on
the suboommend. If you edfy ddidics keywords on a STATISTICS
subcommand, the default statistics will not appear unless yvou specify
them expiatly, ether individudly or with the DEFAULTS keyword.

AlL All statistics except F, LINE, and END,

Multiple R Displays mutiple R, R, adugted R*, ad the sandad error.

(See Figure 6.10.)

ANOVA Analysis @variance 1zble. Displays Oegrees of freedom. sums of spuares
mean squares F vdue for multiple R, ad the obsaved sgnificance level
of F.(Sec Hgue6. 11 a)

0

cH4 Displays change in &? between steps, F value for change in R%, and
sgnificance of F. (See Figure 6.41)

BCOV lariance-covariance mairix. Displays a matrix with covariances above
the diagonal, correlations below the diagonal, and variances on the
diagond.

XTx Sweep muatrix.

COLLIN Collinearity diagnostics. Indudes the variance inflaion factor (VIF), the
dgevdues of the scded and uncentered crossproducts matrix. condi-
tion indices, and variance-decompesition proportions (Belsley et al..
1980).

SELECTION ids (o selecting set of regressors. Includes Akaike information criterion
(AIK).  Amemiyds predlcuon triteion  (PC), Malow's conditiond mean
squared error of prediction criterion (Cp). and Schwarz Bayesian
criterion (SBC) (Judge et al., 1985).

COEFF Statistics for variables in rhe equation. Displays regresson coefficient B,
standard error of B. standardized coefficient Beta. t value for B, and
tworaled dgnificance level  of &
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6.62
CRITERIA Subcommand

OUTS Statistics for variables nor in the equation that have been named on the
VARIABLES subcommand, Statistics are Beta if the variable were
entered, ¢ vaue for Beta significance level off, partid correlation with
the dependent variable controlling for variables in the equation, and
minimum tolerance.  (See Figure 6.42)

ZP?P Zero-order, pat. and partial correlation. (See Figure 6.39.)

1 Confidence intervals. Displays the 95% confidence intervd for the
unstandardized  regression coefficient. (See Figure 6.8)

SES Approximate standerd error of the standerdized regression coefficients.
(Meyer and Younger. 1976)

TOL Toferance. Dispiays tolerance and VIF for variables in the equation and.

for variables not in the equation. the tolerance a variable would have if it
were the only variable entered next. (See Figure 6.5 1.)

F F value for B and significance of F. Displayed instead oft for COEFF and
OUTS. (See, for example, Figures 6.464 6.46c, 6.47a, and 6.47b.)
LINE Summay line for cach step in  sten methods. Displays a single summary

line for each step in BACKWARD, FORWARD, or STEPWISE methods
and the default or requested statistics a the end of each method block
%_EI%%KWARD, FORWARD, STEPWISE, ENTER, REMOVE, or

HIS-TORY Step history. Displays a summary report with a summary line for each
method (ENTER, REMOVE, or TEST, if the equation changes) or step
if the method entails steps (FORWARD, BACKWARD, or STEPWISE).
If history is the only statistic requested, COEFF is displaved for the find
equation. (See Figurés 6.43 and 6.46a.)

END One summary line per step or method block. Displays a summary line per
gep for BACKWARD. FORWARD, or STEPWISE, and one summay
line per block for ENTER, REMOVE, or TEST, ifthe eguation changes.

The STATISTICS subcommand must appear before the DEPENDENT subcom-
mand that initistes the equation and remains in effect until overridden by another

STATISTICS subcommand. For example, to produce the output in Figure 6.8,
specify
REGRESSION VARIABLES=SALBEC SALNOW

ISTATISTICS=CI
/DEPENDENT=SALNOW
/METHOD=ENTER SALGZEG.

To produce the output for the multivariate example shown in Figure .41, specify
REGRESSION VARIABLES=LOGBEG IDLEVEL SEX WORK MINORITY AGE
/DEPENDENT=LOGBED
/METHOD=ENTER EDLEVEL
/METHOD=ENTER SEX.

You can control the dtatistical criteria by which REGRESSION chooses variables
for entry into or removal from an equation with the CRITERIA subcommand.
Place the CRITERIA subcommand after the VARIABLES subcommand and
before the DEPENDENT subcommand. A CRITERIA subcommand affects any
subsequent DEPENDENT and METHOD subcommands and remains in effect
until  overridden with another CRITERIA subcommand.

The CRITERIA kevwords are

DEFAULTS PIN(D 09), POLTTYO. ]9{, and TOLERANCE/0.0001). These are the
ITERI

defallts if no C A subcommand is specified. If criteri
have been changed, DEFAULTS restores the default values.

a
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PIN(value) Probability of F-to-enter. U 10 override the defalt value 0f0.05,

POLUT(value) Prababxhty of F-toremove. U t0 overide the default vatue of
0.10.
FINvalun) Fonenter The defalt vaue is 384. FIN and PIN are mutually
exclusve.
FOUT(value) F-io-remove. The default value is 2.71. FOUT overrides the

defallt POUT ariteria If both FOUT and POUT are specified on
the same CRITERIA subcommand, only the last one specified
will be ineffect.

TOLERANCE(value) Tolerance. The default value is (.0001. All variables must' pass
both tolerance and minimum tolerance tests before entering the
equation. The minimum tolerance is the smallest tolerance for
that variable or any other variable in the equation ifthe variable iS
entered.

MAXSTEPS(n) Maximuem number of steps. For the STEPWISE method, the
default is twice the number of independent vaidbles For the
FORWARD and BACKWARD methods, the default maximum is
the number of vaiables meding the PIN and POUT or FIN and
FOUT criteria. The MAXSTEPS value applies to the totd moddl.
The defalt vaue for the totd mode is the sum of the maximum
number of seps over each method in the modd.

For example to change stepwise entry and removd criteria to FIN and FOUT and

ue ther defalt vadues of 384 and 271, respectively, specify

REGRESS| ON VARIABLES*LOGBEG EDLEVEL SEX WORK MINORITY ACE
/CRITERIA=FIN, F

/ DEPENDENT“LOGBEG
/UETHOD=STEPWISE.

The regression model contains a constant term. You can use the ORIGIN
subcommand to suppress this tem and obtan regression through the origin. The
NOORIGIN subcommand, which is the default. requedts that equations include a
constant term.

Place the ORIGIN or NOORIGIN subcommand between the VARIABLES
subcommand and the DEPENDENT subcommand for the equation. For example,
REGRESS| ON YARIABLES=SALBEG SALNOW,EDLEVEL

/DEPENDENT=SALNOR
/ !ETHO&—ENTER BEC

/DEPENDENT SALBEG
/¥ETHOD=ENTER EDLEVEL.

requests two equations. the fird with a condtant term (the default) anp‘ the second
with  regression through the origin.

Thee ae no spedifications for the ORIGIN and NOORIGIN  subcommands.
Once wpecified, the ORIGIN subcommand remans in effect until NQORIGIN is
requested.

Use the SELECT subcommand to select a subset of cases for computing the
regresson  equation. Only selected cases contribute to the correlation  coefficients
and to the regresson equation. Redduds and predicted vaues ae cdculaed and
reported separatdy for both sdected and unsdlected cases The SELECT  subcom-
mand can precede or immediaely follow the VARIABLES subcommand and is in
dfect for the entire REGRESSON command. The form of the SELECT subcom-
mand is
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/ SELECT= varname relation value

The relaion can be EQ, NE, LT, LE, GT, or GE
For example, to generate Separate residuds histograms for mades and femaes
based on the equation developed for males alone (SEX=0) as shown in Figure

6.55, specify

REPRESSI ON SELECT SEX EQ 0
/VARIABLES=LOGBEG EDLEVEL SEX WORK MNORITY AGE
/DEPENDENT=LOGBEG
/METHOD=STEPWISE
/RESIDUALS=HISTOGRAM .

6.65 '
MISSING Subcommand  Use the MISSING subcommand to specify the treatment of cases with missing

values. If the MISSING subcommand is omitted, a c¢ase with user- or system-
missing values for any variable named on the VARIABLES subcommand is
excduded from the computation of the correlation matrix on which al andyses are
based. The MISSING subcommand can precede or immediately follow the
VARIABLES subcommand and is in effect for the entire REGRESSION com-

mand.
The avalable keywords are
LISTWISE Delete cases with missing values listwise. Only cases with valid

vaues for alf variables listed on the VARIABLES subcom-
mand ae included in andyses. If INCLUDE is also specified,
only cases with system-missing values are deleted listwise.
LISTWISE is the default.

PAIRWISE Delete cases with missing values pairwise. Cases with complete
data on the pair of variables being correlated are used to
compute the correlation coefficient. If INCLUDE is also
specitied, only cases with system-missing vaues are deleted
pairwise.

MEANSUBSTITUTION Replace missing values with the variable mean. All cases are
used for computations. with the mean of a variable substitut-
ed for missing observations, If INCLUDE is also specified,
user-missing values are included in the computation of the
means and only system-missing values are substituted.

INCLUDE include all cases with user-missing values. Only cases with
system-missing values are excluded.

I you specify any combination of LISTWISE, PAIRWISE, and MEANSUB-
STITUTION on the same MISSING subcommand, only the last one specified will
be in effect. If INCLUDE is dso specified, it will dso be in effect.

6.66
DESCRIPTIVES You can request a variety of descriptive statistics with the DESCRIPTIVES
Subcommand  cubcommand. These statistics are displayed for all variables specified on the
VARIABLES subcommand, regardless of which variables you specify for computa:
tions. Descriptive Statistics are based on all valid cases for each variable if you have
specified PAIRWISE or MEANSUB on the MISSING subcommand. Otherwise,
only cases that are included in the computation of the correlation matrix are used.
If you specify the DESCRIPTIVES subcommand without any keywords, the
statistics listed for kevword DEFAULTS are displayed. If vou pame any statistics
on DESCRIPTIVES, only those eaplicity requested arc displayed.
The following descriptive dtatistics are available:
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DEFAULTS ME{N, STDDEV, and CORR This is the default if DESCRIPTIVES is
specified without any  keywords.

MEAN tariable means.

STDDEV  lariable standard deviations.

VARIANCE Ygriable variances.

CORR Correlation ~ matrix.

3G One-railed significance levels for the corelation cpefficients.
BADCORR Correlation mairix only if some cocfficients cannot be computed.
(84)) Covariance matrix.

WROD Cross-product  deviations from the mean

N Number of cases used 10 compute the correlation rocfficients.
AU All descriptive statistics.

For example, to produce the coreldion .natrix shown in Figue 6.34, specify

REGRESS| ON DESCRIPTIVES=CORR
/VARIABLES=LOGBEG EDLEVEL SEX ROR¥ KINORITY ACE
/DEFENDENT=LOGBEG
/KETHOD=ENTER EDLEVEL TO AGE.

Once you have built an equation, REGRESSION can calculate a variety of
temporay  variables contaning severd types of rejduds predicted vaues and
rdated messures. You can use these vaiables to detect outliers and influentid data
points and to examine the regression assumptions described in Sections 6.17
through 6.22.

The following temporary variables ae avalable for the andyss of resduds

PRED Unstandardized predicted values. (See Section 6.13)

ZPRED  Standardized predicted values. (See Section 6.13)

SEPRED  Standard errors of the predicted walues. (See Section 6.14.)

RESID Unstandardized residuals. (See Section 6.18))

ZRESID  Standardized residuals. (See Section 6.18)

SRESID  Studentized residuals. (See Section 6.18)

MAHAL  Mahalanobis’ distance. (See Section 6.24.)

ADJPRED Adjusted predicied values. (See Section 6.25.)

DRESID  Deleted residuals. (See Section 6.25.)

SDRESID  Studentized deleted residuals. (See Section 6.25.)

COOK Cook's distances. (See Scction 6.25.)

LEVER  Leverage values. (See Section 6.49.)

DFBETA DFBETA. The change in the ession codfficient that results from the
deletion of the ith case. A DFBETA vaue is computed for each case for
each regresson coefficient generated in a model.

SDBETA  Standardized DFBETA. An SDBETA vdue is computed for ech case for
each regresson coefficient generated in a modd. (See Beldey e d., 1980)

DFFIT DFFIT. DFFIT is the change in the predicted vaue when the jth case is
deléted. (See Beldey et d., 1980)

SDFIT Standardized DFFIT. (See Belsley et al., 1980.)

COVRATIO COVRATIO. Rdio of the determinant of the covariance matrix with the
ith ese ddeted to the determinant of the covariance matrix with al cases
included. {See Beldcy et d., 1980)
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MCIN Lower and upper bounds for the prediction interval of the mean predicted
response. A lower bound LMCIN and an upper bound UMCIN are
generated. The default confidence interval is 95%. The interval may be
reset with the CIN suhcommand. (See Dillon & Goldstein, 1984.)

ICIN Lower and upper boundsior the nprediction intervalfor a single observation.
(See Dillon & Goldstem, 1978) A lowerbound LICIN and an upperbound
UICIN are generated. The default confidence interval is 95%. The mterval
may be resst with the CIN subcommand.

Residuals analygis is specified with four subcommands: RESIDUALS, CASE-
WISE, PARTIALPLOT, and SCATTERPLOT. You can specify these subcom-
mands in any order. but you cannot specify more than one of each per equation.

and they must immediately follow the last METHOD subcommand that com-
pletes an” equation. The residuals subcommands affect only the equation they
follow. Regquesting any resduas andyss aways produces descriptive datistics on
a least four of the temporary variables (PRED. ZPRED, RESID, and ZRESID).

All vaiables are dandardized before plotting. If an unstandardized version of
a vaiable is requested. the standardized verson is plotted.

6.66
RESIDUALS  Use the RESIDUALS subcommand to obtain the datistics and plots listed below.
SubcomMand  Spedifying the RESIDUALS subcommand without any  specifications  produces  the
display described for keyword DEFAULTS. If any keywords are specified on
RESIDUALS. only the displays for those kevwords are produced.

DEFAULIS HISTOGRAM(ZRESID). NORMPROB(ZRESID), OUTLI-
ERS plotstZZRESID). SIZE(SMALL), and DURBIN. These
plots are produced if RESIDUALS is specified without any
Specifications.

HISTOGRAM(tempvars)  Histogram Qf standardized temporary variables named. The
default temporary variable is ZRESID. Other variables that
can be plotted are PRED. RESID, ZPRED, DRESID, AD-
JPRED, SRESID, and SDRESID. (See Figure 6.22a.)

NORMPROB(tempvars)  Normal probability (P-P) plot of standardized values. The
default variable is ZRESID. Other variables that can be
plotted are PRED, RESID, ZPRED, and DRESID. (See
Figure 6.22b.)

SIZE(plotsize) Plot sizes. The plot size can be specified as SMALL or
LARGE. The default is LARGE if the display width is at least
120 and the page length is a least 55.

OUTLIERS(tempvars) The ten’ most extreme valies for the temporary variables
named. The default temporary variable is ZRESID. Other
variables can be RESID, DRESID, SRESID, SDRESID
MAHAL, and COOK. (See Figure 6.24.)

DURBIN Durbin- Watson rest staristic. (See Section 6.2 1.)

ID(varname) Identification labels for casewise and outlier plots. Cases are
labeled with values of the variable named after the ID
keyword. By default, the plots are labeled with the sequential
ca® number. D also labels the CASEWISE list of cases. (See
Figures 6.23 and 6.24.)

POOLED Pooled plots and statistics when the SELECT subcommand is
in effect. All cases in the active tile are used The default is
separate reporting of residuas statistics and plots for selected
and unsdected cases.
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6.69

6.70
SCATTERPLOT
Subcommand

For example, to produce the output shown in Figures 6.22a, 6.22b, and 6.24,
specify
REGRESSION VARTABLES=SALBEG SALNOW

/DEPENDENT=SALN:
IMETHOD-ENTER SALBEG

/ RESIDUALS#IISTOGRAH( SRESID NORMPR

UTLIERS!MAHAL) IDtSEXRACEi SIZE (SMALL).

You can diglay a casewise plot of one of the temporary variables accompanied by
a liging of the values of the depéndent and the temporary variabies. The plot can
be requested for all cases or limited to outliers. Specifying the CASEWISE
subcommand without keywords produces the output listed for DEFAULTS.

The following may be specified on the CASEWISE subcommand.

DEFAULTS QUTLIERS(3), PLOT(ZRESID), DEPENDENT PRED. a n d
lE{ESIDdThls is the defallt if CASEWISE is specified without any
eywords

OUTLIERS(value) Limir plot t0 outliers greater than or equal to the standardized
absolute vajye of the plotted variable. The default vaue is 3. (See
Figure 6.23)

AU Include ail cases in_the casewise plor. Produces a plot of al cases
includin gulhcrs The keyword OUTLIERS is ignored when ALL
is specifie

PLOT(tempvar) Plot the standardized values of the rempamrf variable named. The
default variable is ZRESID. The other variables that can be plotted
ae RESID. DRESID, SRESID, and SDRESID. (See Figure 6.23)

varlicr List values of the DEPENDENT ond temporary mnables named

Any temporary vanable, including LEYER, can be wswu. Tin
defaults are DEPENDENT (the deent vaiale), PRED, and
RESID. (See Figures 6.16 and 6.23

For example, to produce the casewise plot shown in Figure 6.16, specify
g RJ..SSION VAR{&LE&SALBEG SALNOW

/
' FZRESTDUALS=1D  SEXRACE)
/CASEWISE=ALL DEPEXDENT PRED RESID SEPRED.
To plot outliers whose absolute velues are equal to or gredter than 3 besed on
ZRESID, you need only specify the CASEWISE subcommand. To base the plot on
Studentized resduds and labe it with an ID variable, as shown in Figure 6.23.
specify
REGRESSION VARIABLES=SALBEG SALNOW
/DEPENDENT=SALNOR
/METHOD=ENTER SALBEG

/FESIDUALS=ID{SEXRACE}
/CASEWISE=PLOT(SRESID) .
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If you request more variables than will fit on the page width set dther with the SET
WIDTH command or the WIDTH subcommand in REGRESSION, your output
will be truncated (see Section 6.75).

Use the SCATTERPLOT subcommand to generate scatterplots for the variables in
the equation. You must name a least one par of vaiables on the SCATTERPLOT
subcommand. Optiondly, you can specify the SIZE keyword to control the size of
the plots. All scatterplots ae Sandardized.

The specifications for SCATTERPLOT ae
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6.71
PARTIALPLOT
Subcommand

6.72
SAVE Subcommand
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(varname,vamame) The pair of variables o be Bloued. Available variables are PRED.
RESID, ZPRED, ZRESID, DRESID, ADJPRED, SRESID.
SDRESID, and ay vaicble named on the VARIABLES subcom-
mand. Temporay variables should be preceded by an agerisk on
this  subcommand.

SIZE(plotsize) Plat si-es. Plot size can be SMALL or LARGE. The default is
SMALL.

The firg vaiable named insde the parentheses is plotted on the veticd (¥) axis.
and the second is ploted on the horizontd (X) axis For example, to generate the
scatterplot shown in Figure 620, specify

REGRESSION VARIABLES=SALBEG SALNOW

/DEPENDENT=SALNOR

/METHOD=ENTER SALBEG  _

/SCATTERPLOT=( *SRESID, *FRED) .
To produce a scatterplot for SRESID and PRED based on the logarithmic
transformation of both the dependent and independent variables, as shownin
Figure 6.30a, use the SCATTERPLOT sub-command above along with the
following transformation commands:
COMPUTE LOGBEG=LG10(SALBEG) .
CCYPUTE LOGNOW=LG10{SALNOW) .
REGRESSION VARIABLES=LOGBEG,LOGNOW

/DEPENDENT=LOGNOW

/METHOD=ENTER LOGBEG

/SCATTERPLOT=( *SRESID, *PRED) .
To produce more than one scatterplot. simply add pairs of variable namesin
paenthesss. & in

/3SCATTERPLOT=( *SRESID, *PRED) (SALBEG, *PRED)

Use the PARTIALPLOT subcommand to generate partial residual plots. Partial
resdud plots are scaterplots of the redduds of the dependent variable and an
indewndent variable when both variables are regressed on the rest of the
independent variables.

If no variablelist is givenon the PARTIALPLOT subcommand. a partial
resdud plot is produced for every independent varidble in the equation. Plots are
displayed in descending order of the dandard eror of B. All plots ae standardized.

The specifications on the PARTIALPLOT subcommand are

varlist Independent variables to be used in partial residual ploz. At lesst two
independent  varigbles must be in the equation for a patid resdud plot
to be produced. You can specifv the keyword ALL to obtain the default
plots for every independent varable in the equation.

SIZE(plotsize) Plot sizes. The plot Sze can be gecified as SMALL or LARGE. The
default plot sze is SMALL

For example the following commands produced Figure 6.4%a:

COMPUTE LOGBEG=LG1O({SALBEG).

REGRESSION VARIABLES=LOGBEG SEX MINORITY EDLEVEL WORN
/DEPENDENT=LOGBEG /METHOD=STEPWISE
/PARTIALPLOT=EDLEVEL.

Use the SAVE subcommand to save ay or dl of the temporay vaiables described
in Section 6.67. The forma is the name of the temporay vaiable followed by a
valid vaidble name in paentheses as in



6.73

READ and WRITE
sSubcommanas

6.74
AEGWGT Subcommand

GET FILE="BANK.SYS'.
REGRESSION VLRIABLES-SALBEG SALNOW
/DEPENDENT=3ALNO
ETHOD-ENTER SAI.BEG
/S iVEZSEPRED SE).
PLOT cuwomrs =EVERY (20) /SYMBOLS=".."
/PLOT=SE WITH SALBEG.
This example saves the standard egrors of the predicted vaues with variable name
SE. Then the PLOT procedure is used to plot the dandard errors agang the values
of the independent varisble SALBEG. Figure 6.14a shows the plot.
by é& you don't specify a new variable name, SPSS generates a new variable name
allt.
If you specify DFBETA or SDBETA. the number of new variables saved is
equa to the totd number of vaiables in the equation. including the constant. For
example, the command

REGRESSION DEP"NDENT—SALBEG
OD=ENTER A

/METHOD
/s,wr-nn;srunn;vw
will creste and save three new vaiables with the names DFBVARO, DFBVARI,
and DFBVAR2.

You can ue the kevword FITS to automatically save the temporay variables
DFFIT, SDFIT, DFBETA. SDBETA, and COVRATIOC. as in:

/SAVE=FITS,

If vou specify FITS, vou camot specify pew vaiable names. SPSS automatically
geeraies new  varisble names

Pro-edure REGRESSION can read and write matrix materials, which can be
processed MOMe uichy tian vass. Ust i WRITE cuheommand i write matniy
materials t0 a tile You can write defalt matrix materids or specify the materids
you want to write induding varisble means. standard deviations, variances, a
corrdation of covariance marix, and the number of cases used to compute the
correlations or covariances. You can then usé the READ subcommand to read the
marrix Maerids into REGRESSION for additiona anayss.

The READ subcommand can also read matrix materials written by other
procedures, such a CORRELATION, or etered as dda in free or fixed format.
See Command Reference  Regresson-Matrix  Materials  for - complete  indtructions
or: Using matrix materialswith REGRESSION.

The REGWGT subcommand Spedfies a vaisble for edimaing weighted least-
squares models. The only specification on REGWGT is the name of the dngle
vaiable containing the weights, a in
REGRESSION VARIABLES=IQ TO ACHIEVE /REGWGT=WGT1

/DEPENDENT=VARY /METHOD=ENTER /SAVE=PRED(P) RESID(R).
REGWGT remains in effect for all analyses specified on the REGRESSION
commend. If you specify more than one REGWGT subcommand, only the last
one specified will be in efect.
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8.75
WIDTH Subcommand Y ou can use the WIDTH ﬁuboommand to control the uidth of the display
produced by the REGRESSION procedure. The defallt is the width specified on
the SET command. The WIDTH subcommand in REGRESSION overrides the
uidth specified on SET.

Y ou can use the WIDTH subcommand to change the appearance of your
output. For example. in Figure 641 datistics for variables in the equation and
variables not in the quation are displayed side by side. In Figure 6.46b, the
command

/RESSMN ”%Eggn EDLEVEL SEX M NCRI TY AGE
L
L O DN TwLOCbEY SMETHODNFORFARD.
displays the ddistics for variables mot in the eguation below the dttistics for
vaiables in the equation.
A smaler page width limits the mamber of dtatistics that can be displayed in a
summary line and may dso cause casewise output to be truncated (see Section

6.69). Spedifying a smdler pege wicth may aiso reduce the sze of scater and
norma-probability plots in the residuds output.

6.76
Annotated Example  T0 produce the stepwise vaisble sdection example discussed in Section 6.48,
specify
DATA LI ST FILE’-'EIPLOYEE DAT'
/10 1-4 SALBEG 10 TIME 14-13

ACE 17-20 (2) SALNOW 22 LE"‘.‘.L 28—29
1- 4 JOBCAT M I\DQIE?
VAR L Lg JD ‘%’IPLDYES CODE/
*BEGINNINC. SALARY

RC,;‘EE A] é.é (g:ﬂ(ho 'F&E/
SALNOW RReT PLQAFRQ
EDLEVEL 'EDUCATIONAL LFV" =/
WORK ' WRNEIPBR
pLOYM c ATEGCRY ' /
' KINOR .CLASS'?ICATION'

Ui
VALLE  LABELS SEX 0 .{‘LE&E ] O;FICE TRAI NEE'

3 ,OOLLEGE _\?: 5 RYBMPT, EMPLOYEE!

MINORITY 0 'mm's' 1 "RENFHITE!
MISSING VALUES SALBEG,TIME TO EDLEVEL, JOBCAT (0)/SEX, MINDRITY (9).
ALBBEG sMéﬂon MMAG .0) .
LCGBEG=LG1 (s.u.sac
COVPUTE LOGNOI-LGIO(SAL ]
RECRESSION ¥ LES-LOGBBG EDLEVE:L STX, WORK, MINORITY, AGE/
sm'rsn =R, cozi-
DEPENDENT=LOGB

FINSH IIETHQD=STEPIISE

« The DTA LIST command defines the dawa file and variable names and gives the
_column locations for each vaisble

» The VARIABLE LABELS and VALUE LABELS commands supply descriptive Jabels
for the varigbles and their values.

» The MISSING VALUES command assigns the vaue 0 & missng for SALBEG, TIME
TO EDLEVEL, and JOBCAT, and the vdue 9 as missing for SEX and MINORITY..

» The FORMATS command assigns a comma display and-kite format to the varigbles
SALBEG and SALNOW.
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. The COMPUTE commands create the new variables LOGBEG and LOGNOW,

. The REGRESSION command asks for a wise lgression-of the named variables
vgith SL%%B%G as the dependent variable. It also asks for the datistics R. COEFF,
UT s

The output from this example is shown in Figure 6.48.
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